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Decision/action requested

The group is asked to discuss and approve the contribution.
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3
Rationale

This contribution provides proposals for corrections and editorial updates. 
4
Detailed proposal

It is proposed to make the following changes to TR 28.801[1].
	1st proposed change


Introduction

Network slicing is a key feature for the next generation network. It is about transforming the network/system from a static “one size fits all” paradigm, to a new paradigm where logical networks/partitions are created, with appropriate isolation, resources, and optimized topology to serve a particular purpose or service category (e.g. use case/traffic category, or for internal reasons) or even individual customers (logical system created “on demand”). It can be enriched by use of NFV and SDN.

The network slicing concept consists of 3 layers: 1) Service Instance Layer, 2) Network Slice Instance Layer, and 3) Resource layer where each layer requires management functions, see reference 3GPP TR 23.799 [2]. This document specifies use cases for management of network slicing, potential requirements, potential solutions, and recommendations.

	2nd proposed change


1
Scope

The study investigates and makes recommendations on management and orchestration for network slicing on the Network Slice Instance Layer [2] and for non-virtualised NE’s also the Resource layer:

1)
Use cases and requirements for management and orchestration of network slicing. 
2)
Management and orchestration terminology and concepts for slices. The relationship between network slice management and orchestration concepts developed in this study and the management and orchestration concepts defined by ETSI NFV.

3)
Management of network function sharing in the context of network slicing (e.g. network function sharing support, and lifecycle management functions of the mobile network resources for network slices).
4)
Impacts to management when a slice instance is shared between multiple parties (e.g. multiple partners and multiple domains etc.) based on the slice sharing, see reference 3GPP TR 23.799 [2]. 
5)
Isolation of management data between different parties within a slice instance if needed.

6)
Impacts derived from Management of 3GPP Network Slices on the ETSI MANO architecture and procedures will be coordinated with ETSI.

7)
 Automation of management and orchestration of network slice instances and the related policy configurations. 
8)
Management and orchestration mechanisms to support the isolation/separation of mobile network resources used by different network slice instances and the corresponding configuration of isolation/separation.

9)
Solution for management and orchestration of network slicing and how it affects the specifications (e.g. Interface IRPs, Network Resource models and trace specifications).

Furthermore, the 3GPP role for Service Instance Layer has been investigated.

The Resource layer for VNFs is excluded from this study.
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4 
Concepts and Background

4.1
Network Slice Instance (NSI) lifecycle

A Network Slice Instance (NSI) is a managed entity in the operator’s network with a lifecycle independent of the lifecycle of the service instance(s). In particular, service instances are not necessarily active through the whole duration of the run-time phase of the supporting NSI. The NSI lifecycle typically includes an instantiation, configuration and activation phase, a run-time phase, and a decommissioning phase. During the NSI lifecycle the operator manages the NSI.

The following phases describe the network slice lifecycle:

· Preparation phase

· Instantiation, Configuration, and Activation phase

· Run-time phase

· Decommissioning phase
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4 
Concepts and Background

4.2
Network slice concepts

Some of the concepts of a network slice are: 

· An NSI may be fully or partly, logically and/or physically, isolated from another NSI. 

· The NSI contains NFs (e.g. belonging to AN and CN) as well as all information relevant to the interconnections between these NFs like topology of connections, individual link requirements (e.g. QOS attributes), etc. The management of TN is out of scope of 3GPP and takes into account the topology of required connections and individual requirements specified in 3GPP NSI. 
· The resources comprise of physical and logical resources. 

· The NSI is defined by a Network Slice Template. 

Editor’s note: the relation between NST and NSI is FFS. 

· Instance-specific policies and configurations are required when creating an NSI. 

· Network characteristics examples are ultra-low-latency, ultra-reliability etc.

· NSI contains Core Network part and Access Network part.

	5th proposed change


4 
Concepts and Background

4.4
SON concepts in network slicing
To improve the operational sustainability in 5G, SON concepts, as key enablers introduced in 4G, may be reused for 5G. Evolution to 5G may bring increased network scale and complexity, especially considering the multiple services/devices/tenants in 5G networks. In this context, operators may want to use concepts of SON as key features to leverage 5G network slicing management.

The lifecycle phases of NSI typically include preparation phase, instantiation, configuration and activation phase, run-time phase and decommissioning phase. During the lifecycle phases of NSI, application of certain SON concepts would be helpful for automation of management and orchestration of NSIs.
The main aspects of SON concepts that can potentially be used to leverage for network slicing management include:

· NSI Self-Configuration. The newly created NSI can be automatically configured with appropriate parameters before it is activated.
· NSI Self-Optimization. The NSIs can be modified automatically to avoid degradation of services in case of network function overload, dynamic topology change, etc. The status of the target NSIs is monitored, including the status of network functions and services. Examples of parameters to be monitored on the network functions and for the services are throughput, latency, the number of connections, etc. The management system may automatically configure some slice-specific parameters for the NSIs to get a better performance from the services provided via the NSIs. For example, based on SON outputs, which are driven by network / services performance data, the management system may re-configure the links between some network functions to modify the topology of the NSI for improvement in resource utilization and/or in the QoE of services supported by the NSI.
	6th proposed change


4 
Concepts and Background

4.6
High-level functional model of business roles

In the context of next generation networks, responsibilities regarding operations have to be clearly defined and assigned to roles. High-level business roles include:

· Communication Service Customer (CSC): Uses communication services.

· Communication Service Provider (CSP): Provides communication services (see 4.7). Designs, builds and operates its communication services.

· Network Operator (NOP): Provides network services. Designs, builds and operates its networks to offer such services.

· Virtualization Infrastructure Service Provider (VISP): Provides virtualized infrastructure services. Designs, builds and operates its virtualization infrastructure(s). Virtualization Infrastructure Service Providers may also offer their virtualized infrastructure services to other types of customers including to Communication Service Providers directly, i.e. without going through the Network Operator.

· Data Centre Service Provider (DCSP): Provides data centre services. Designs, builds and operates its data centres.

· Network Equipment Provider (NEP): Supplies network equipment. For sake of simplicity, VNF Supplier is considered here as a type of Network Equipment Provider.

· NFVI Supplier: Supplies network function virtualization infrastructure to its customers.

· Hardware Supplier: Supplies hardware.

Depending on actual deployments, the roles defined above can be played by one single organization or by several ones. Hence, an organization can play one or several roles defined above.

NOTE 1: the list of roles above is not exhaustive. 
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Figure 4.6.1: High-level model of roles

NOTE 1: the above diagram does not carry the notion of hierarchy or layering, in particular the diagram does not preclude relations between non-neighbouring role nodes.

NOTE 2: in case the Network Operator offers network services partly or wholly based on Physical Network Functions, the responsibility for designing, building, and operating such parts of the network services is under the responsibility of the Network Operator. It does not involve the Virtualization Infrastructure Service Provider.

NOTE 3: in the rest of this document, the role “Communication Service Provider” is also referred to as “Service Provider”, and the role “Network Operator” is also referred to as “Operator”. Unless they are explicitly differentiated, these two roles are used in an inter-changeable way.
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5
Use Cases

5.1.1.3.2
Description

Network slice can be created using NSSIs according to different requests from the customer. One possible method of NSI creation is described below for example.

NSSI A, NSSI B, and NSSI C are composed by NFs, as exhibited in Figure 5.1.1.3.1 for example.

a) NSSI A is described by NFs (i.e. NF1-NF4);

b) NSSI C is described by NFs (i.e. NF5 and NF6);

c) NSSI B is described by NFs (i.e. NF7-NF9).

NSSI A is connected to NSSI B and NSSI C, composing two NSIs, where NSSI B and NSSI C are independent. NSI X is composed of NSSI A and NSSI C, NSI Y is composed of NSSI A and NSSI B.
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5
Use Cases

5.1.1.6.2
Description 
The operator determines whether the shared CN network functions or non-shared CN network functions of the NSI are modified.  

· The operator may decide that for modification of the NSI it is enough to modify the identified non-shared CN network functions. Otherwise the operator may decide to create new non-shared CN network functions to satisfy the network slice modification needs and then delete the obsolete non-shared CN network functions which are replaced by the newly created non-shared CN network functions.
· If the operator wants to modify the shared CN network functions, the operator checks whether the modification of shared CN network functions may impact other NSIs and takes appropriate actions as below: 
· If there is no impact, then the operator updates the shared CN network function where needed. If the modification of the shared CN network functions is not applicable, then the operator may decide to create new shared CN network functions to satisfy the modification needs.

· If there is impact, the operator may not perform the modification of shared CN network functions or may decide to create new CN network functions only for the NSI being modified to satisfy the modification needs and avoid the impact on other NSIs. The newly created CN network functions only belong to the NSI being modified until being shared with other NSIs by configuration.
5.1.1.6.3
Post-conditions
An NSI that is composed of shared CN network functions and non-shared CN network functions is modified by the operator without negatively impacting the other NSIs.    

5.1.1.7
Terminate a Network Slice Instance with shared and non-shared CN network functions and shared AN

5.1.1.7.1
Pre-conditions
No service is provided any more by the NSI to be terminated.

The shared AN supporting multiple slices is available.
5.1.1.7.2
Description 
Operator terminates an existing NSI. If the NSI to be terminated depends on shared CN network functions which are used by multiple NSIs, the shared CN network functions may need to be configured, the non-shared network functions may be terminated. The relation between the shared CN network functions and the NSI is released when terminating the NSI. The shared AN of the NSI is re-configured.

5.1.1.7.3
Post-conditions
An NSI is terminated by the operator.  

5.1.1.8
Change capacity of a Network Slice Instance 
5.1.1.8.1
Pre-conditions
The operator wants to change the capacity of an NSI by changing the capacity of an identified network function. The identified network function can be shared between multiple NSIs or not shared.

5.1.1.8.2
Description

The operator determines whether the NSI capacity needs to be increased or decreased.

· If the operator wants to increase the capacity of the NSI, the operator may decide that it is enough to increase the capacity of identified network functions. If it is not possible, then the operator may decide to create new identified network functions to the NSI.
· If the operator wants to decrease the capacity of the NSI, the operator determines whether the capacity of shared or non-shared network functions of the NSI needs changing.
a) The operator may decide that to decrease the capacity of the NSI, it is enough to change the capacity of identified non-shared network functions. If it is not applicable, then the operator may decide to remove some of the identical non-shared network functions from the NSI.
b) If the network functions identified by the operator for the change of capacity are shared network functions between multiple NSIs, the operator checks if the desired capacity change may negatively impact other NSIs and takes appropriate actions as outlined below:
· If there is no anticipated negative impact, then the operator changes the capacity of identified shared network functions. Alternatively, the operator may decide to remove some of the shared network functions.

· If there is anticipated negative impact on other NSI, the operator may not change the capacity of the shared network functions.
· In all cases as part of the capacity modification the operator may need to perform appropriate reconfiguration of the existing network functions.
	9th proposed change


5
Use Cases

5.1.1.9
Instantiate, configure, and activate a Network Slice Instance in a network with virtualized NFs

5.1.1.9.1
Pre-conditions
The operator wants to create an NSI in the network that includes virtualized NFs. The NSI is needed to support certain telecommunication services designed in the preparation phase (see the clause 4.1).

5.1.1.9.2
Description

The NSMF receives requirements to be satisfied for establishment of the planned services, such as network latency. Some requirements may be triggering immediate allocation of network resources while others are defined in terms of the policy for allocation at a later time, when particular services are activated. 

According to the requirements, the NSSMF, per request from the NSMF, creates needed NSSIs: 

-
configures and triggers the components of NFV-MANO [6] to
instantiate and/or configure all needed VNFs and NSs and/or scale them as needed, for the operations of the NSSI. Such configuration takes into account sharing of the VNFs and NSs with other NSSIs where relevant.

-
triggers necessary components of the network management system to affect the application level configuration of the NFs to be used by the NSSI. Such configuration takes into account sharing of the NFs with other NSSIs where relevant.
The NSMF activates the NSI.
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5
Use Cases

5.1.2.1.2
Description

The NSI is configured so that appropriate alarm notifications are generated and sent to the NSMF. The NSMF receives alarm notifications for an NSI:

· In case the NSMF receives alarm notifications related to the dedicated NSSI, all alarm notifications related to the dedicated NSSI are applicable to the associated NSI. The NSMF supervises the NSI based on the alarm notifications.
· In case the NSMF receives alarm notifications related to the shared NSSI, the alarm notifications might be applicable to some specific associated NSI that is using that shared NSSI. The NSMF identifies to which NSI the alarm notification belongs, and supervises NSI(s) based on the identified alarm notifications.

The NSMF may allow or suppress alarm notifications related to the NSSI to satisfy the fault management requirements of the associated NSI(s). 

	11th proposed change


5
Use Cases

5.1.4.2
Management support for RAN configuration

5.1.4.2.1
Pre-conditions
The NSMF may have received the requirements for NSI, for example, latency, bandwidth, QoS.
The NSMF is configuring a network slice.

The NSMF has identified that a RAN part of a network slice needs to be configured.
5.1.4.2.2
Description 
The NSMF configures the RAN part of the network slice. including, for example one or more of the following.

· Configure the suitable air interface parameters to the RAN part (e.g. NG-RAN/LTE/UTRAN), to satisfy the requirement of the specific radio link characteristics.
· Determine to deploy the virtualized RAN part to a suitable location (e.g. closely to air interface), to satisfy the requirement of low user plane latency for RAN.
The NSMF configures the RAN part of the network slice with information about the related CN part of the network slice. 

Editor’s note: There can be other information that needs to be configured related to the RAN part, which is FFS.

Regarding the TN part supporting connectivity within and between CN and RAN parts, the 3GPP management system provides link requirements (e.g. topology, QOS parameters) to the management system that handles the TN part of the slice.
5.1.4.2.3
Post-conditions
The RAN part of the network slice has been configured.

1. The specific radio link characteristics are configured.
2. The virtualized RAN part has been deployed in a suitable location.
5.1.4.3
 Slice specific information configuration for CN
5.1.4.3.1
Pre-conditions
A network slice instance has been created. The operator determines the slice specific information for the network slice instance.

Editor’s note: The detailed slice specific information is FFS, depending on the output of TS 23.501 [7].
5.1.4.3.2
Description 
The operator requests network slice management function to configure CN functions with slice specific information. The NSMF may send a request to NSSMF to configure corresponding CN functions with the slice specific information. The NSMF and the NSSMF configure the corresponding CN functions with the slice specific information. 
Editor’s note 1: Which CN functions need to be configured is FFS, depending on the output of TS 23.501[7].
Editor's note 2: Whether NSMF can configure the CN functions is FFS, depending on the discussion of network slice concept.
5.1.4.3.3
Post-conditions 
The CN function is configured with the slice specific information.
5.1.5
Network Slice Instance(s) policy management
5.1.5.1
Management support for policy configuration
5.1.5.1.1
Pre-conditions
The NSMF has decided to create a new network slice, and the policies for the operation and management of the respective slice need to be created. 
5.1.5.1.2
Description

Policy management functionality is required to derive appropriate policies for NSI operation and management according to the service requirements and available network resources. 

The policy may be accompanied by the information on what needs to be done if the configuration based on the policy is violated. 
5.1.5.1.3
Post-conditions
Appropriate policies are configured and enforced to ensure the proper operation and management of the NSIs.
	12th proposed change


5
Use Cases

5.1.6.2.2
Description 

The customer requests the network operator to support a specific business service. This request includes the service requirements such as isolation, security, and performance requirements (e.g. traffic demand requirements for the coverage areas, QoS for services, etc.).

The management system determines whether the service can be provided checking the available network resources and remaining network capacity in the specified geographical areas for the specified durations. 

If service can be provided, the management system will negotiate for an appropriate agreement with the customer. 

The NSMF creates an NSI to provide the agreed service requirements including the required isolation and security.  

The NSMF monitors the fault and performance of the NSI and ensure meeting the agreed service requirements including providing necessary monitoring information to the customer.
5.1.6.2.3
Post-conditions
An NSI is created to provide the service to the satisfaction of the SLA and network KPIs required by the customer.

5.1.6.3
Management data isolation when multiple customers share the same Network Slice Instance 
5.1.6.3.1
Pre-conditions
The operator wants to use one slice instance to serve multiple customers (i.e. other network operator or enterprises etc.) simultaneously and customers want to get the management data of the slice instance, such as performance measurements. It’s assumed that the NSMF is capable of generating the management data separated per customer for different customers. 

Editor’s note: having access to management data by customers, and the level of visibility of a network slice by a customer is FFS.
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5
Use Cases

5.1.6.5.2
Description
Multiple network slices required by different customers may have the same type of service but with different KPI and/or QoS/QoE.

According to NSI creation described in clause 5.1.1.6, the operator may create multiple network slice instances served by the same NFs and management system to provide the agreed service requirements including the required management exposure.

Currently, operators provide service management exposures to the customers, that the network management (i.e. NMs and EMs) and the infrastructure management not typically expose to customers. Operators will need to extend the current service management offers into limited level of management exposures in network and infrastructure, which the management exposure is agreed by both operator and the customer. These limited level of exposure should be part of the operator extended offer to NSI customer. Typical example for this use case is from the Enterprise communication market where each company is represented as a tenant.
	14th proposed change


5
Use Cases

5.1.6.7.2
Description
When the service requirements are changed by the Customer, it is desirable that the NSI can be reconfigured automatically to support the updated service requirements. 

CSMF updates the network slice requirements based on the change of service requirements received from Customer, and sends the updated requirements to NSMF.NSMF, which may be pre-configured with a policy for automated reconfiguration of NSI, upon receipt of the updated network slice requirements, triggers the automated reconfiguration of the NSI. The NSMF may decide to modify the existing NSSIs and/or add new NSSIs for the automated reconfiguration of the NSI, and sends the corresponding Network Slice Subnet related requirements to NSSMF.
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5
Use Cases

5.2.3
Network Slice Subnet Instance(s) performance management
5.2.3.1
Monitor performance of a Network Slice Subnet Instance
5.2.3.1.1
Pre-condition

The NSMF and NSSMF are operational. The NSMF requires to monitor the performance of an active NSSI. The NSSI is instantiated and configured by the NSSMF. The appropriate performance data is generated by the constituents of the NSSI.

5.2.3.1.2
Description

The NSMF requests the NSSMF to provide the performance management data of an NSSI. The NSSMF creates a performance management job for the constituent parts of the NSSI to enable collection of the performance data for an NSSI. 
Measurement jobs includes measurement parameters, scheduling information, and an indication for pointing out the NSSI for which performance data needs to be collected. The data is collected for and provided to the NSSMF by the constituents of the NSSI.

5.2.3.1.3
Post-condition

The NSSMF has the performance data of the constituents of an NSSI. The NSSMF can provide the requested performance data to the NSMF.

Editor’s note 1: the creation of jobs on NSSI constituent parts managed by another NSSMF instance is for FFS

Editor’s note 2: The PM data that is relevant to NSSI’s is for further study 

5.2.4
Network Slice Subnet Instance(s) configuration management
5.2.4.1
Modification of a Network Slice Subnet Instance
5.2.4.1.1
Pre-condition

The NSMF and NSSMF are operational. The NSI is in run-time phase. The NSMF requires the modification of an NSSI. The change of the capability in the NSI is within the existing network slice definitions as defined in the NST. 

5.2.4.1.2
Description

The NSSMF modifies the constituents of the NSSI. The NSSMF receives and analyses the modification request from the NSMF. The NSSMF determines which of the constituents needs to be modified. 
In the case a constituent of an NSSI is shared with other NSSI(s) the NSSMF determines whether the modification of the NSSI may impact the shared constituents.  
· If there is no impact the NSSMF modifies the shared constituents of the NSSI where needed. 

· If there is impact, the NSSMF may not modify the shared constituents or may decide to create new or remove existing constituents for the NSSI being modified to satisfy the modification request. The newly created constituents are added to the NSSI being modified or existing constituents are removed from the NSSI being modified.
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6
Potential Requirements

6.2.2
Network slice lifecycle management

REQ-NSM_LCM-CON-12 The NSMF shall be able to support the following capabilities for changing capacity of an NSI:
· Change the capacity of an existing network function.

· Create a new network function and add into the NSI.

· Add an existing network function into the NSI.
· Remove an existing network function from the NSI.

REQ-NSM_LCM-CON-13 The NSMF shall be able to use existing NSSIs when creating a new network slice instance.
	17th proposed change


6
Potential Requirements

6.3.2
Network slice subnet lifecycle management

REQ-NSSM_LCM-CON-16 The NSSMF shall be able to support removing a constituent from an NSSI that is being modified

REQ-NSSM_LCM-CON-x An operator shall be able to create an NSSI based on the request of another operator.
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7
Potential Solutions

7.3.2
Option 1: A customer service across multiple operators’ Network Slice Instance

In this option the customer contacts multiple operators to create NSIs for supporting a communication service hosted across multiple operators. Figure 7.3.2.1 shows the Customer who, in this option, owns the communication service management functionality which has an interface to each operator for the life cycle management of NSI. 

The customer’s communication service management function (CSMF) requests the creation of an NSI to the multiple operator management systems (OMS). Each OMS internally requests the creation of the NSI to its NSMF. The NSMF creates the NSI and returns a success to the OMS which returns the success response to the customer’s CSMF together with an agreed upon management exposure to the NSI provided to the customer’s CSMF.

This option requires the customer’s CSMF to manage to multiple instances of NSI to make them support a single service instance. 
NOTE: This option is the combination of multiple NSI or NSSI to host a customer service and is not per se an extension of a single NSI to multiple operators. 
	End


